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1 INTRODUCTION
QR decomposition is a fundamental operation in linear algebra, and
is often used in scientific computations. The cost of O(N 2) storage
and O(N 3) computations to perform QR decomposition could be
reduced if the matrix is approximated using hierarchical low-rank
approximation. In this work, we study the QR decomposition of
block low-rank matrices (BLR-matrices), which is a simple variant
of hierarchical matrices. BLR-matrices allows us to express dense
matrix as blocks of full rank and low-rank matrices.
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Figure 1: A densematrix expressed as block low-rankmatrix

2 METHOD
2.1 Blockwise QR Decomposition
We extend the tiled QR decomposition algorithm[1] to work on
BLR-matrices. The functions are based on LAPACK subroutines.

Algorithm 1: Blockwise QR decomposition
Input: BLR matrix A of size p × q with block size b
Output: BLR matrix A and block matrix T

1 for k = 1 to min(p,q) do
2 GEQRT(Akk ,Ykk ,Tkk ,Tkk );
3 for j = k+1 to q do
4 LARFB(Ak j ,Ykk ,Tkk ,Rk j );
5 end
6 for i = k+1 to p do
7 TPQRT(Rkk ,Aik ,Yik ,Tik );
8 for j = k+1 to q do
9 TPMQRT(Rk j ,Ai j ,Yik ,Tik );

10 end
11 end
12 end

2.2 Parallel Blockwise QR Decomposition
Some of the operations in Algorithm 1 are independent of each
other and can be done in parallel. By formulating each function call
as a task and considering the dependencies between them, we can
generate the dependency graph and execute the tasks in parallel
based on that.
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Figure 2: Dependency graph of Algorithm 1 on 3x3 BLR-
matrix

3 RESULTS
The experiments were conducted using TSUBAME 3.0 supercom-
puter. Each node has up to 28 cores. We compare our method with
the dense QR decomposition routine of Intel MKL and an existing
BLR-QR method[2]. OpenMP 4.5 is used for parallelization.
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(b) Parallel scalability
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(c) Residual ∥A−QR ∥
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