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1. INTRODUCTION 
Virtualization has been utilized for a variety of purposes, such as 

server consolidation for saving placing spaces and power 

consumption. Docker is a popular container-based virtualization 

system. It provides a virtualized environment with a small overhead. 

Because of its small overhead, we can expect that a highly 

consolidated virtualized environment, in which many containers 

run concurrently in a physical computer, can be achieved with 

Docker. Docker utilizes OverlayFS, which is a union mount 

filesystem, in order to present a filesystem to each container with a 

small overhead. In our previous work [1], we proposed a method 

for improving file access performance of OverlayFS by reducing 

the frequency of synchronization.  

In this poster, we explain our proposed method and evaluate the 

I/O performance in a highly consolidated virtualized environment.  

2. PROPOSED METHOD 

This section describes our proposed method to improve I/O 

performance in Docker container processes [1]. OverlayFS 

synchronizes data in the cache memory and external storage by 

calling vfsfsync for each write operation that involves copy-up. 

We argued that synchronization on every write operation with 

copy-up was too pessimistic. To solve this problem, we proposed 

to reduce the frequency of vfsfsync calls. For example, this 

method reduces the frequency from once per one write operation to 

once per 50 write operations. 

3. EVALUATION 
In this poster, we evaluate the I/O performance in a highly 

consolidated environment with Docker containers using the 

OverlayFS improved by our proposed method. 

We evaluated the writing performances in highly consolidated 

Docker containers using OverlayFS with and without our proposed 

method in the cases Copy-up occurs. The frequency of 

synchronization of the proposed OverlayFS was once per 50 write 

operations. We measured the I/O performance with FFSB (Flexible 

Filesystem Benchmark). This benchmark repeated to write a 

randomly selected file. For this benchmark, we created 4096 files 

in the lower directory on OverlayFS. These files were shared by all 

the containers. Their sizes were between 1KiB and 1GiB. The 

number of containers in a physical computer ranged from one to 

600 and an FFSB process was executed in every container. For 

comparison, we measured the performance using DM-thin in the 

same setup. DM-thin does not occur Copy-up. 

Fig. 1 shows the results. From the figure, we can see that the I/O 

performance was significantly improved by our proposed method. 

In addition, the proposed OverlayFS could provide better than DM-

thin even if the operations occurred copy-up in the cases of highly 

consolidated environments.  

4. CONCLUSION 

Our evaluation showed that the proposed OverlayFS outperforms 

the original OverlayFS and DM-thin in a highly consolidated 

container environment. We plan to evaluate our method in a variety 

of situations. 
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Fig. 1 I/O performance 
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