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Basic Linear Algebra Subprograms (BLAS) is a frequently 

used numerical library for linear algebra computations. However, 

it places little emphasis on computational accuracy, especially with 

respect to the accuracy assurance of the results. Therefore, ensuring 

the accuracy of the computational results of BLAS operations is a 

crucial challenge. Studies for ensuring computational accuracy are 

based on a rounding concept called faithful rounding [1]. Faithful 

rounding algorithms perform rounding based on the upper or lower 

bound as the rounding point for accurate results [1]. Using the 

concept of faithful rounding, we can achieve “assured” matrix-

matrix multiplication (MMM), which was proposed by Ozaki et 

al.[2][3]. Hereafter, we refer to such assured MMM as the Ozaki 

method.  

We need to consider high-performance implementations of the 

Ozaki method to adapt it to advanced computational environments, 

including supercomputers. Current computers are based on parallel 

computing, especially the use of multi-core CPUs. Hence, thread-

level parallelization should be taken into account. Thus far, few 

studies have attempted to adapt thread-level parallelization of the 

Ozaki method. Therefore, we have proposed a threaded 

implementation of the Ozaki method in our previous work [4]. We 

utilized the various implementations of the Ozaki method on a GPU 

in this study. 

In this study, we contribute the following two points: (1) We 

evaluate the Sparse Matrix-Dense Matrix multiplication 

(SpMxDM) implemented on GPU with the property of allowing 

dense matrices to be transformed into sparse matrices during the 

algorithm; (2) We evaluate Sparse Matrix-Matrix Multiplications 

(SpMM) with Sparse Matrix-Sparse Matrix Multiplications 

(SpMxSpM).  

Results with the Reedbush-H supercomputer system at the 

Information Technology Center at the University of Tokyo 

indicated that when the input matrix is large, the efficiency of 

computations by the Ozaki method can be improved by the GPU 

environment. In particular, (1) the implementation of SpMV with 

the CRS format achieved a 3.24-times speedup and the ELL format 

achieved a 2.03-times speedup on the GPU compared with a CPU. 

(2) The implementation of SpMxSpM achieved a maximum of 

8.44-times speedup compared to SpMM. 

The results of the SpMM and SpMxSpM were compared with 

the case of the Ozaki method calculated with dense dgemm when 

the matrix B was a zero matrix with only one element inserted. 

When the size was smaller than N = 500, SpMM provided a shorter 

execution time than dgemm. When the size was larger than N = 

100, SpMxSpM provided a shorter execution time than dgemm. 
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