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1 INTRODUCTION 

I/O performance improvement is essential for improving the big 

data processing platform such as Hadoop. Because of its large size, 

HDDs are used in many big data analyses. We have proposed a 

method for improving the Sequential I/O performance of Hadoop 

by controlling file placement location in ZBR HDDs [1][2]. In this 

paper, we explain a method for improving Hadoop I/O performance 

by optimizing file placement location in an HDD and evaluate its 

performance. 

2 OPTIMIZATION OF FILE STORAGE 

The method proposed in [1] improves the sequential I/O 

performance of Hadoop by placing a file at the outermost location 

in usable areas at every placing time. This does not take the features 

of jobs into account. We call this outermost method. The method of 

[2] optimizes file placement location considering the features of 

Hadoop jobs. We call this job-aware method. This method divides 

a target HDD into two areas, which are outer and inner areas. Files 

can be stored in the outer area per the following order of priority. 

1) temporary files used by I/O-intensive processes.  

2) temporary files not used by I/O-intensive processes.  

3) permanent files used by I/O-intensive processes.  

4) permanent files not used by I/O-intensive processes. 

3 EVALUATION 

We measured the performance with Map-heavy, Shuffle-heavy, 

and Reduce-heavy jobs [2]. Map-heavy jobs are CPU-intensive and 

their files are temporary. Shuffle-heavy jobs are I/O-intensive and 

their files are temporary. Reduce-heavy jobs are I/O intensive and 

their files are permanent. As shown in Fig. 1, in the case of the job-

aware method, the files of Shuffle-heavy and Map-heavy jobs are 

stored in the outer area and files of Reduce-heavy jobs are stored in 

the inner area. 

To evaluate these methods, a series of Hadoop job set wes executed. 

One job set comprised 27 job groups, wherein a sequence of map-, 

shuffle-, and reduce-heavy groups were repeated 9 times. Each job 

group comprised 20 jobs. 

Figure 2 shows the average time required to execute 5 job sets. The 

results in this indicate that the job-aware method reduced the 

overall execution time by 15.4% and 11.1% compared to that of the 

normal and outermost methods, respectively. 

4 CONCLUSION 

In this paper, we evaluated the performance of the outermost and 

job-aware methods. For future work, we plan to evaluate these 

methods for concurrent jobs in the fully distributed mode. 
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Figure 1: File-storage strategies of these methods 

 
Figure 2: Total execution time of job set 
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