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# Unified Programming Framework

e GPU is the most popular Accelerator in HPC * how to use both devices simultaneously
* large scale SIMD (SIMT) fabric, high bandwidth memory * Current OpenACC compiler does not assume this situation
 But GPUs do not work well on application that employs
e (partially) poor parallelism
* non-regular computation (warp divergence)
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e FPGAs have been emerging in HPC
* true co-designing with applications
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* making use of not only SIMD but also pipelining
 effectively processing partially poor parallelism @ @
* high bandwidth interconnect: ~100 Gbps x 4
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 We are challenging Multi-hybrid Accelerated Computing with GPU and FPGA
* However, currently users have to describe programs in two languages on different * Generating OpenACC programs for both devices and separately
devices: ex) CUDA for GPU and OpenCL for FPGA compiling them into an executive binary file
e causing heavy effort for users — @ Implementing a single OpenACC
 We are building a uniform programming framework to make both devices work @ openace "~ programs program
together at a single code by OpenACC ﬁp':j;fm"fllg » Specifying target devices
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i o i ETCS - . Enabling OpenACC for FPGA programming |
 MHOAT: Multi-Hybrid OpenACC Translator (Meta-compiler) ' | foganc f1> E j}l foga | * Translating OpenACF code In C to OpenCL with C++,
» currently supporting C (because OpenARC allow input only C) l i S then OpenCL code is compiled by background
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 under development with restricted functionality > < compiler, Intel FPGA SDK for OpenCL
T  PGI compiler for GPU

* Implemented with Omni Compiler developed by RIKEN R-CCS and CCS of | e N — |
University of Tsukuba i enel | j> 2000 j> | e Supporting OpenACC with C, C++ and Fortran
1. Code is processed by CPP (C Preprocessor), then N e ¢ * C++ for linking with OpenCL host
2. Translated to intermediate code called “XcodeML” by C-FrontEnd, * Compiling OpenACC to an object file directly
and * OQutput parts by MHOAT are compiled by corresponding
3. Compiled by MHOAT packend compilers
* Input:A single OpenACC program with directive to specify target devices * Finally, two object files are linked to a single executable file by
» We extended current OpenACC directive with PGl compiler

* f#ipragma accomn ondevice(DEVICE)

 “accomn” means extension in Omni Compiler
 DEVICE is GPU or FPGA (predefined)
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* Realizing Multi-hybrid Accelerated Computing with GPU and FPGA from a process by =~ SHeustus * GPU:Performing matrix multiply
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