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1 ABSTRACT
In our previous work [1], we implemented an astrophysics appli-
cation for the early universe for a Field Programmable Gate Array
(FPGA) cluster. It is written in OpenCL High-Level Synthesis (HLS)
and uses FPGA’s high-speed and low-latency direct optical links
for inter-FPGA communication on different nodes. We conducted
that FPGAs can run parallel applications efficiently thanks to their
high-performance direct inter-FPGA communication. However, the
memory bandwidth of an FPGA is the bottleneck to implementing
an HPC application on it. The FPGA board used in [1] has only 4
channels of DDR4 memory (76.8GB/s), whereas other accelerators
used in the HPC area have more than 1TB/s of memory bandwidth.

High Bandwidth Memory (HBM) 2 is a high bandwidth memory
and is used in several accelerators such as NVIDIAA100 GPU. FPGA
is also one of these accelerators. Intel Stratix 10 MX FPGA has two
HBM2 stacks providing up to 512GB/s of memory bandwidth and
16GB of memory capacity. The architecture of HBM2 memory is
different from the conventional DDR4 memory. HBM2 aggregates
many slow memory channels to achieve high performance. Each
memory channel in an FPGA has only 16GB/s of bandwidth, and
an FPGA has 16 pseudo-channels per HBM2 stack and 32 pseudo
channels in total. Although an FPGA does not have a sophisticated
memory network, it must handle all memory channels simultane-
ously to obtain maximum performance from HBM2 memory. This
is a big challenge for FPGAs equipping HBM2 memory.

Because of HBM2 aggregated architecture, we have to introduce
a new memory architecture on an FPGA to utilize HBM2 memory.
We propose a new memory system for FPGA and HPC applications
using addressable caches. We believe that automatic cache system
like CPUs is not suitable for HPC FPGAs. Resources in an FPGA
are shared by the memory system and the application kernel. If we
use an automatic cache system that consumes a lot of resources,
resources for the computation are reduced. To solve this problem,
we introduce addressable caches in our system. They have data
copy controllers to transfer data between caches and memories. We
describe how to copy data explicitly because these caches are not
automatic. In addition to resource consumption, we can estimate
the performance of the system easier than that of an automatic
system. We believe this characteristic improves the memory per-
formance for HPC applications. Our system also has crossbars to
maximize the performance and flexibility of data transfer from and

to HBM2 memory. In this poster, we show the work-in-progress
implementation and the performance evaluation of the proposed
memory system.

2 RELATEDWORK
The use of HBM2 on an FPGA is widely studied. [4] implements
an HPC Challenge benchmark suite on an FPGA using OpenCL
and applies HBM2. [5] and [2] report how to implement neural
networks on an FPGA with HBM2. In the abovementioned research,
applications are tightly connected to the specific HBM2 memory
channel, and there is no flexibility between an application and the
HBM2 channels.

In [3], they implement bucket sort and merge sort on a Xilinx
Alveo U280 FPGA board. They introduced their original memory
network called “HBM Connect” in the paper. HBM Connect is an
all-to-all memory network between an application and memory. It
has buffers for burst memory access but does not have any cache.
The originality of our research is that we introduce crossbars and
addressable caches between an application and the HBM2. Cross-
bars improve the flexibility of memory access in an application.
Caches improve memory efficiency and reduce the memory access
complexity in an application.
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