Abstract Table 1: Experiment Environment

» We consider a framework “UTHelper” - Wisteria/BDEC-01

using UT‘USEd COre.S- | ~— Main computation Intel Xeon Platinum 8360Y
» Parallelize the main computation and NVIDIA A100
analysis using OpenMP task pragma.
: : : UTHelper P 5 T

» Compared with sequential processing,
the computation time was reduced.
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» CPU in HPC clusters have cores that
are not fully utilized.

» Allocate support processing to unused
cores.
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 We parallelized the main computation
and analysis and evaluated the execu-

e The execution time was reduced to
Main computation Analysis about 52%.

In-situ process tion time.
As the future work, we would like to

study issues such as how to wait for
threads that do not overload the CPU.
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