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Introduction

Background

* High performance computing (HPC) systems are not only used for traditional batch jobs but also for on-demand jobs with deadlines.

* An HPC system usually has a power management mechanism, and thus a node could be powered off or turned into a low-power mode based on the
operation policy of the system.

Assumptions

 There are two potential reasons that a node is unavailable for on-demand job execution upon the job request.
e The node is running another job.
e The nodeisin alow-power mode or powered off, referred to as sleeping.
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Proposed Method

* This work proposes a job scheduling method for selecting whether * The simulation in this work assumes the system configuration of AOBA-
* The proposed method reduces the total overhead by * Twotypes OfJO!OS usec?l In t.he evalua’flon | |
appropriately selecting how to secure computing resources for  On-demand jobs with tight deadlines (e.g., urgent jobs for disaster
on-demand jobs. mitigation)
* On-demand jobs with loose deadlines (e.g., interactive jobs for user
Algorithm commands) Job parameter
node Excution time Deadline
Urgent job 64 500 (s) 600 (s)
Interactive job 8~32 1,200 ~ 1,800 (s) 2,400 (s)
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Conclusion

K
In this work, we proposed a method that uses node start up for on-demand jobs with loose deadlines and suspension for jobs with tight deadlines.
This study makes two contributions
* The deadline achievement rate is improved thanks to the proper selection of running jobs to be suspended.
 Node start up improves the execution efficiency of normal jobs, and suppresses the increase in power consumption while maintaining a deadline

achievement rate.
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