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1 EXTENDED ABSTRACT
Slurm is an open-source job scheduling systemwidely used in many
high-performance computing (HPC) resources. A Slurm simulator
facilitates parameter tuning to optimize throughput or meet specific
workload objectives. In the previous simulator version (v2) [2],
the priorities were to minimize the changes to core Slurm and
have a high simulation accuracy. This resulted in speed-dependent
accuracy and a simulation speed only 20-40 times faster than real-
time (for a midsized system). This is not a very practical simulation
speed, and it is more beneficial to trade some accuracy for increased
speed. The expectation was that with diminished absolute accuracy,
we could still make reasonable relative predictions. To achieve the
desired speed-up goal, we use the same strategy as in our original
Slurm simulator (v1) [1, 3], namely: serialize the code and call all
Slurm functions from a single thread in an event-driven fashion.
Our simulator’s resulting version (v3) has more than 500 times
acceleration over real-time, allowing simulation of a month-long
workload in 90 minutes.

The simulator was tested on a Mid-sized System containing
216 heterogeneous nodes containing a mixture of resources (two
types of regular compute nodes, large memory nodes, and GPU
nodes). The workload (also known as job traces) was based on the
historical workload at our center and consisted of almost 30,000 jobs.
It requires more than 29 actual days to be executed. The reference
data was obtained using our Virtual Cluster, where each cluster
node is represented with its own container and has a normal Slurm
installed on it (see [2] for more details). To estimate the ability to
predict relative values rather than absolute ones, we also vary the
priority factor of several QoS groups (priority and supporters) while
keeping the general QoS the same.

The mean wait times for Mid-sized System grouped by QoS is
shown in Figure 1. The absolute value of mean wait time differs
between Virtual Clusters and Slurm Simulator. However, the trend
is very similar, especially on higher values of mean wait time. The
scheduling in Slurm is a stochastic process [1, 3], which has a partic-
ularly high manifestation on highly utilized systems. Therefore, it
is crucial to have a sufficient number of independent runs. It is easy
to obtain multiple runs with the Slurm simulator as it is several
hundred times faster than real-time; however, Virtual Cluster goes
only as fast as real-time, and it takes a lot of time to get through 29
days of the test workload. So far, we have done four independent
runs for each configuration, and we plan to double it at least to
have more conclusive results.
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Figure 1: Change in mean wait time in different Slurm QoS
upon increasing Priority Factor of several groups. The x-axis
shows the value of the Priority Factor for priority and sup-
porters QoS; priority-supporters double that number, and
general-compute always has zero Priority. Y-axis shows the
mean wait time (averaged over all jobs in workload). The
symbol and error bar represent the mean and standard devi-
ation from four independent runs.
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