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1 INTRODUCTION
As the computational performance of supercomputers has improved,
their power consumption has been escalating annually. Conse-
quently, improving the energy efficiency of supercomputing sys-
tems has become one of the most critical challenges. In response to
this issue, studies have been undertaken that consider job sched-
uling and the performance variations of processors, leading to
optimizations at the middleware level. To further enhance power
efficiency, it is essential not only to continue these middleware op-
timizations but also to build upon application-level optimizations.

To enhance power efficiency at the application level, it’s crucial
to optimize the performance of applications within the allocated
power budget. While power modeling for supercomputers and
performance estimation for applications have been undertaken [3],
there is scarcely any analysis on application performance with
power constraints.

For this problem, execution times under power constraints for
various benchmark applications and simulation codes have been
estimated [2]. In this study, the application performance under
power constraints is modeled using the execution results at the
CPU’s minimum and maximum frequencies. Additionally, the per-
formance during power constraints of both CPU and DRAM in a
Magnetohydrodynamic (MHD) simulation code has been evaluated
[1] . While these studies investigate application performance under
power constraints, they focus on overall application performance
and do not explore detailed performance such as Byte per Flops (B/F)
values and power performance in specific sections of the applica-
tion. However, actual applications are composed of various sections,
each with distinct power characteristics, such as memory-bound or
CPU-bound sections. Measuring the performance of applications in
each section under power constraints is necessary for more efficient
power control.

2 RESEARCH APPROACH
This study has done the following. Firstly, the research measured
and evaluated the performance differences under CPU power con-
straints using the memory-bound benchmark application and the
CPU-bound application. Secondly, it evaluated the relationship be-
tween B/F values and execution performance under CPU power
constraints in practical scientific computing applications. Finally,
the study conducted comprehensive measurements of execution
performance in scientific computing applications, not only in gen-
eral but also in specific parts like main computation and data writ-
ing, to understand the variations in power performance. Notably,
this investigation focused on the power consumption of a single
node.

3 EXPERIMENTAL ENVIRONMENT
This study was conducted using a single node from the Kyoto Uni-
versity Supercomputer System B. The node is configured with two
sockets, each containing an Intel Xeon Platinum 8480+ (codenamed
Sapphire Rapids) processor with 56 cores and DDR5 memory. The
applications used in the experiments are simulation codes for sci-
entific and technical computing, including Finite Difference Time
Domain (FDTD), MHD, Particle-in-Cell (PIC), and several HPC chal-
lenge benchmarks. For power constraints and performance data
acquisition, the RIC [2] library based on the Intel RAPL interface
was utilized.

4 MEASUREMENT RESULTS
In our evaluation results of benchmark applications’ performance
under only CPU power constraints, we found that memory-bound
applications tend to maintain their performance better than CPU-
bound applications. In practical scientific computing applications,
those with higher B/F values tend to have less performance reduc-
tion under CPU power constraints. Furthermore, by measuring exe-
cution characteristics under power constraints in different sections
of scientific computing applications, we clarified the variations in
power characteristics between these sections. These results suggest
that finer power control within the application, based on sectional
performance information, can further enhance power efficiency.

5 SUMMARY
This study addressed the power issues of supercomputers. The op-
timization of power control at the application level had not been
extensively explored, but it became an increasingly important topic.
In this research, we measured the performance of various appli-
cations under power constraints, and evaluated the relationship
between the characteristics of these applications and their power
performance, as well as the power characteristics within differ-
ent sections of the applications. Measurement results indicate that
power efficiency can be improved by implementing power control
based on detailed performance such as B/F value of each application
and different sections within the applications.
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